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Internet technology is increasingly used to provide networking and services for collaboration between enterprises via sharing information and application services. The power and flexibility of sharing techniques is increasing, but protection techniques far behind. Security technology— the collection of such protection techniques— instead of enabling sophisticated collaborations, is often a bar to safe sharing. As a result, sharing is either insufficient to the needs of collaborations, or information is shared with an inappropriate degree of risk.





The results of these limitations of current technology and practice present the challenges for creating a security infrastructure for “virtual enclaves.” We use the term virtual enclave to refer to a situation in which multiple collaborating enterprises are sharing information and services that require protection in order for the collaboration to be successful. Providing security for virtual enclaves means applying security technology to the kinds of sharing enabled with Internet technology, in order to provide appropriate protection for the shared information and services.





The impetus for developing “secure virtual enclave”  (SVE) technology arises from the spread of collaborative computing. Collaborative computing is the sharing of information and services between organizations that collaborate, i.e., have some common mission, goal, or activity. The various forms of collaboration certainly include customer and supplier interactions. More generally, however, collaborative computing spans interactions of many sorts in many situations with many kinds of organizations. The interactions can be based on limited trust between collaborating organizations, little or no prior knowledge of collaborators, short-term and/or evolving collaborative agreements. 





The information and services shared are often not directly related to collaborators, pre-date the collaboration, and may have significant value and wide use independent of the collaboration. Information shared by an organization with some collaborators may be a subset of some information base usually reserved for internal use. Shared services may include only limited capabilities of some service usually reserved for internal use. In other words, collaborative computing differs from many kinds of current extranets in that the information and services are shared as an exception to the rule “reserved for internal use by authorized employees only.” As a result, collaborative computing requires security mechanisms that enable important information and services to be shared in a carefully controlled manner: only authorized collaborators gain access, and their access is limited only what is required for the collaboration.





Examples of collaborative computing can be seen now in organizations on the leading edge of technology usage and collaborative practices. In military environments, joint task forces (JTFs) share information and applications for distributed collaborative planning. Not all information pertinent to a unit in a JTF is shared, but all the information about the unit’s role in the JTF is shared. Similar situations exist in civilian settings in disaster or incident response teams, where various government organizations and corporate units rapidly form a team. Disparate government units (e.g., law enforcement and civil aviation) shared information in a limited way that is beyond sharing in ordinary settings. Corporate units similarly share information with outside organizations (e.g. disclosing cargo manifests) without allowing general access to sensitive corporate data. In purely commercial settings, there is a range of collaborative sharing practices. At one end of the range is sharing at leading edge of extranet practice, where a company allows contractors or outsourcing organizations to have authenticated controlled access to datasets specifically pertinent to their function for the company. At the other end of the spectrum, partners in multi-company projects are allowed access to corporate data via the Internet, using access controls and authentication features of application servers. In some setting, such as the aerospace industry, partners in a project are often competitors.





As all these examples show, collaborative computing is not limited to sharing the kind of low-risk information common to current extranets. As a result, strong security measures are required to provide a high degree of flexibility in control of sharing. Developing security infrastructure to meet these needs is a challenge, but one for which the time for solutions has come. Many elements of virtual enclave security exist already. Some are not, but are in reach. Development of new elements and integration of existing ones can yield the enabling security technology for a new level of safe collaborative computing.





To meet the challenges and enable the opportunities of secure collaborative computing, the recently-begun Secure Virtual Enclaves (SVE) project at TIS� is pursuing one overarching goal: development of technology that enables multiple enterprises to engage in controlled collaborative computing using distributed applications and open networks. Each of the key words in this SVE project “mission statement” deserves a bit of elaboration. First, an enterprise is an organization that uses its IT system (or systems) to interact with other organizations, according to management decisions about appropriate interaction. An enterprise may be a single enclave, in the terminology of the SVE project, or it may consist of multiple enclaves. The key aspect of enterprises is that it is at the enterprise level that decisions about collaborations are made, or ratified, or delegated. 





A second key word is control. The goal of the SVE project is to enable collaborative computing by providing sufficient controls so that information and services can be shared with collaborators without undue risk. The required level of control can be achieved by the combination of two kinds of activities: technological, by the application of security technology to the mechanisms for sharing; administrative, by specifying exactly what is to be shared with who. Of course, the security technology needs to support the administrative activities, so that a suitably fine degree of control can be achieved. For example, a single application service in an enclave may manage a wide array of resources. All resources are available for use via the application within the enterprise, but only a subset is to be shared with collaborators in one particular SVE. Both the technology and the administration must be able to support the precise specification of subset, and also a clear definition of the SVE collaborators who are allowed access.





Another key word is open networks. The SVE project is focused on security for collaboration using Internet technology and practice. This focus includes collaboration via the Internet, where sharing with collaborators must be enabled without exposing assets to undue risk of access by the world at large. The focus also includes other IP-based networks which collaborators share with non-collaborators. Hence, the notion of open networks includes both the use of standard inter-networking technology, and also using networks which are open to use by other enterprises with which one does not wish to share with.





A final key word—and the one most related to component software-- is distributed applications. Standard inter-networking technology provides the foundation for collaborative computing, and other elements of Internet infrastructure and basic services (e.g. DNS, SMTP, FTP) provide basic building blocks. Many of an SVE’s shared assets will be built on top of this basis using a range of distributed application technologies, including combinations of them. These distributed application technologies include the World Wide Web, CORBA, Java, ActiveX/OLE/COM, and combinations with legacy applications that may be wrapped or front-ended by these technologies.





The fact that organizations use multiple distributed application technologies for collaborative computing means that SVE technology must be independent of those technologies, while also being integrated into each of them. The same applies distributed security technologies. Various technologies (such as SSL, Kerberos, DCE security, SPKM, S/MIME) are used by different distributed application technologies. SVE security techniques must encompass the use of multiple distributed security technologies as well as distributed application technologies. Part of the challenge of SVE is the very focus on the arena of inter-enterprise computing, where there is much less experience in effective integration of security. The breadth of application and security technologies requires a high level of decomposition and pluggability, while also allowing coordinated management of an enterprise’s SVE security components integrated with multiple distributed applications.





Because of the breadth of technologies with which SVE techniques must be integrated, there are many potentially difficult issues of practical use and integration of SVE techniques across that broad range. Component software techniques promise to address some of those issues and mitigate some of the difficulties, by making it easier for application developers to include the SVE software components that permit an application to be shared safely with collaborators. SVE software to be integrated includes not only runtime software for enforcing security policy, but also remote security management functions that allow multiple SVE policy enforcers within an enterprise to be managed coherently. The full list of SVE technology elements to be componentized includes but is not limited to: adaptation wrappers for each of several different authentication technologies; SVE policy run-time data repositories; SVE policy enforcement modules; SVE policy management tools. Use of component software techniques can enabled the integration of these SVE elements with multiple application and security technologies, with significant benefits in terms of reusability, extensibility, and flexibility.





A final SVE project objective of note is a focus on existing computing and networking infrastructure. All SVE solutions are to be based on commodity, off-the-shelf operating systems (e.g. Solaris, NT), middleware (e.g. CORBA, COM), protocols (HTTP, IIOP), etc. No SVE solutions are to be based on modifications to operating systems, middleware, protocols, or any of the elements of infrastructure that distributed applications rely on. The same applies to existing security infrastructure (e.g. elements of public key infrastructure) and protocols. Likewise, no SVE solutions are to require any changes to current practices of open networking and existing network technologies, or to rely on new features of network infrastructure. The challenge inherent in these objectives is simply that SVE goals have not been met within these constraints, although there is a body of related work in which some of these constraints have been relaxed, e.g. modifying the OS, or assuming a common security model and authentication infrastructure across enterprises. A complete overarching solution may remain out of reach for some time, but now is the time when it is feasible to develop a sound and flexible security foundation for COTS-based collaborative computing— with COTS component software technologies for practical re-use of SVE technology and integration with a broad range of applications.





� The SVE project is funded by DARPA and administered by the Air Force Research Lab Information Directorate.
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