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Executive Summary


Agent systems have attracted a great deal of attention in academic and commercial circles over the last five years. Though agent systems and agent techniques have been around for several decades, the unification of this approach object-oriented languages and techniques has energized the community on the potential of autonomous systems.  The introduction of Java on the scene has added some additional features which empower mobility and reuse.  One of the major concerns which is largely ignored is the characteristics of the large-scale agent systems in which the individual agents have fundamentally different functions.  This paper reports on the progress on one DARPA initiative which is attempting to solve an extremely difficult and complex problem through the application of agent systems.  Our approach to agent frameworks and specialized composable behaviors through “plug-ins” make this ground-breaking research of interest. Though this is work in progress, it is believed that researchers can gain some insights into the leading edge of large-scale agent systems.





�
Introduction


Agent systems have attracted a great deal of attention in academic and commercial circles over the last five years. Though agent systems and agent techniques have been around for several decades, the unification of this approach object-oriented languages and techniques has energized the community on the potential of autonomous systems.  The introduction of Java on the scene has added some additional features which empower mobility and reuse.  Unfortunately it appears that much of the current research is founded on potentially unrealistic assumptions or unnecessarily constrained domains. 


The Defense Advanced Research Projects Agency (DARPA) is building a large-scale agent based system as part of the Advanced Logistics Program (ALP).  This large-scale agent system is being constructed as part an initiative to revolutionize logistics within the Department of Defense.  ALP is unique because it is the first research effort to attempt to revolutionize logistics through an open system infrastructure.  This logistics problem is more difficult and more complex than many of the problems previously investigated for two reasons.  First, the federal logistics infrastructure has to represent 6.7 million different types of inventory items and manage 100Õs of  millions of asset instances.  This magnitude alone eliminates many of the conventional approaches to large-scale systems.  Second, the military problem is not only highly distributed, but inherently dynamic and mobile.


One of the key challenges arises from the 1000Õs of different organizations involved in the military logistics organization. Each of these organizations has a distinct and often unique function. Automating military logistics requires implementing 1000Õs of unique ÒapplicationsÓ each tailored to perform the logistics functions of itÕs organization. This has focused our effort on defining both an efficient  mechanism to build each organizationÕs agent, as well as a mechanism to organize the entire set into a cooperative society of agents.


.  This paper reports on the progress of a DARPA initiative which is attempting to solve this difficult problem through the application of agent systems.  Though this is work in progress, it is believed that researchers can gain some insights into the leading edge of large-scale agent systems and understand why certain academic assumptions do not hold in the very domains where agents could have the greatest impact.


 The ALP Architecture


The ALP architecture was based on two basic precepts: wide scale acceptance requires automating most logistics functions and all organizations require local tailoring for acceptance.  The result is a set of requirements for a widely distributed, heterogeneous, yet highly autonomous system. The approach has been to define both wide the scale architecture, termed the ALP society, as well as the localized shell of each agent, term the ALP Cluster. The goal is a set of  tools, building blocks and mechanisms which allow the efficient construction of the entire logistics system. The result is a system that has other highly desirable characteristics.  First, by accepting diversity at each site, one has a migration path from legacy components to re-engineered components over time, simply by wrapping the legacy components with the ALP framework.  Second, by localizing and specializing agents to their parent organizations needs, one has the ability to make the system widely distributed over potentially intermittent communications networks with varied bandwidth.  Lastly, by modeling the interaction of the agents on the behavior of a society, one gains insight into the ability to adapt the society to form different communities, dynamically creating and destroying agent relationships as required and evolving the topology as the situation or environment changes.


As stated above, there are two basic parts of the ALP system. The overall structure, the ALP Society, and the individual building blocks, the ALP Cluster.  WeÕll first give a brief overview of the Society, followed by a more in depth view of the workhorse, the ALP Cluster.  The ALP Society is best conceived of as modeling a set of human organizations.  There is no particular requirement for this however it provides a familiar conceptual framework for discovering and elaborating relationships between Clusters. The relationship of human organizations often fall into several categories. The  most common being: hierarchical, supporting, supported and peer. A typical community of ALP Clusters exhibit all these relationships as shown in the diagram below.
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Figure � SEQ Figure \* ARABIC �1�. A community within the ALP Society


As can be seen from the diagram each organization may fulfill a variety of roles. The job of automating the behavior of each organization falls to the cluster as depicted below.
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Figure � SEQ Figure \* ARABIC �2� : ALP High-Level Architecture Framework (Milligan, 97)


This general framework has three active processes identified as the task expander, task allocator, and task assessor.  The task expander takes high level objectives and decomposes them into component tasks, effectively building an execution plan or workflow.  The task allocator takes the aggregate of all identified component tasks and sources them against the internal resources of the cluster or supporting clusters.  The task assessor monitors real world data and supporting clusters to ensure the plan is accomplishing the objectives.  A data manager serves as a passive component which coordinates data management functions. In the base Cluster each of theses components is just a thin interface mechanism to the other cluster components. Their primary role is to encapsulate and focus the development of the cluster tailoring mechanism, plugins. Plugins are the software mechanism by which we hope to efficiently assemble the diversity of functions required to automate the logistics function. For example, many clusters may require an allocator that performs scheduling, yet the tasks to be scheduled were derived (expanded) within completely different domains. Similarly the tasks (expansion) for personnel maintenance (food, medical, etc.) are similar regardless of locale, however the solution (allocation) is highly context dependent. The specific functional behavior of each cluster is achieved through the selection and configuring of appropriate plug-in components.  These components extend the core cluster services to perform the functions required.  


The concept of the plug-in is to allow a standard mechanism, constructed as an API, to connect specific behaviors.  These specific behaviors could be in the form of an algorithm, an application, or an entire system.  From the rest of the system, there is no differentiation between the magnitude of the code at the other side of the plug-in.  Further, the design of the plug in interface code provides an easy mechanism to evolve a heterogeneous system over time without disrupting operations.


As noted previously, the data complexity and magnitude problem for logistics is enormous. This is compounded by the requirement for non-stop, world wide operations, mostly on modest lap/desktop machines or small servers. Any architecture which requires any form of centralized services may place unachievable performance demands on that server. To mitigate this situation , elements of data are maintained only in the clusters that have need of that data. There is not central repository of data or information, but rather a fully distributed web of information and relationships   All data in the system is maintained and transmitted dynamically by the system itself. 


The complexity problem extends even to the object model itself: consider attempting to staticly compile six million data classes. Part of the solution is an adaptive logical object model which allows the classes of objects to change over time as required by the evolution and expansion of the system.  This is done through the use of a hybrid class / prototype model. The top levels of the object model extending approximately three to four layers deep, are the classification levels and are universally defined.  Classes beneath those levels are defined through prototypes.  This prototype approach allows the combination of selected attributed and behaviors with the core set provided by the static classification hierarchy.  Thus the virtual class inheritance tree can extend an infinite number of levels while the logical model only adds a single additional level inheritance into the structure. Both extensibility and simplicity are provided through this approach. 


The data management concept is further extended by plugins as defined above. Data plugins are specialized to interface ALP clusters to the unique sources of external information necessary for their operation. While there will be standard plugins for accessing relational databases and WWW data sources, many legacy data sources will require some amount of specialized interface code (implemented within the plugin) to provide cluster access.


Another challenge for the program has been the practical incorporation of effective use interfaces into the system.  Though the project strives for a highly automated planning capability, it recognizes that the operators will need visibility into the system and effective presentation of decision information.  This turns out be a significant difficulty when dealing with distributed information.  The concept ALP is pursuing is to have a unified ‘desktop’ which provides visibility to a collection of clusters which are doing the functions for the operator.  As the operator traverses information links, the location of the underlying information is not relevant.  While smooth and seamless for the operator, the underlying system is tasked with working between agents to collect and present the information.  Since no single cluster has total information, relations between information elements must be used to trace information from agent to agent.  The other important aspect of the UI plugin is its ability to understand the nature and relations of information so it can be transformed to match the requirements of the operators role and activity state.
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Figure � SEQ Figure \* ARABIC �3� : GUI Plugin, the window into the Functional Society


The GUI plugin solution is to have a cluster interface be capable of establishing and maintaining links to other selected agents in the system.  This allows a bookmarking of current display information at all the points of origin for that information.  As the operator traverses data, or changes the selection of data, the appropriate links are traversed  and remote information fetched and made locally displayable.  The GUI plugin is the only component the system which can perform this freeform traversal and remote access process independent of the node management layer.


Future Issues


This brief paper has presented some interesting challenges faced by the Advanced Logistics Project and some of the current directions taken in search of solutions.  Some additional issues which were not addressed in this paper are worth briefly mentioning.


Each of the following issues has been identified as a requirement to the success of the ALP system and in many cases to the proliferation of distributed agent technology in general.


Wide-scale coordination through extremely low bandwidth


Data replication and consistency between disparate clusters


Adaptation of cluster role and function in evolving situations


Efficient transformation of data between function perspectives and required levels of fidelity


Capturing policy and user preferences to influence agent processes


Sharing common planning experience and knowledge for case-based decision support 


Mobility of agents and agent functions between clusters


Advertising functional capability and services to organizational clusters


Effective integration of low end PDAs and devices as light weight clusters


The ALP program brings to specific relief some of the challenges which await agent technologies as we consider the application of this technology to solve the problems of large-scale systems in the real world.
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